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According to NIST cloud is

On-demand N

Broad self-service Resource
network pooling
access
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, service
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https://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-145.pdf
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AND CLOUD NATIVE-ARCHITECTURE (CONTAINERS)

’ ;
* Portable, independently packaged images Containers vs. VMs
for apps/services which can be used across
Linux distros

Containers are isolated,

but share OS and, where
* Lightweight Namespace Isolation and cgroup appropriate, bins/libraries
resource limits for rapid deployment

» Storage pooling of host os and applicable
bins/libraries

Host OS Host OS

Server Server

* Manifest lists -> support for multiple
architectures (i.e. s390x, power, x86) [up to
developers to enable for a specific container]
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LINUX HOST (KERNEL)

e  Consistent Application Deploys
IT OPERATIONS e Automated Application Deploys T
e Improved Application Performance
e, | 3 e  Multi-Cloud Consistency i

* Integrated in Linux OS ; i
*  Fully Open Source ' | N { & ‘,
» Secure Isolation of Applications |
* Eliminates need for VM Hypervisor e Enable DevOps Culture
* Runson Any Cloud Platform e Enable Hybrid Multi-Cloud

e Reduce VM Licensing Costs

e Accelerate App-Dev Cycles
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7 See RedHat blogpost and Podman website



https://www.redhat.com/en/blog/why-red-hat-investing-cri-o-and-podman
https://podman.io/

USING PODMAN AND BUILDAH — CAN | STILL RUN MY
DOCKER IMAGES?

YES — Podman supports OCl (Open Container Initiative) image specification and defaults to runc for running
containers (like Docker)

Podman employs same commands as docker (with Podman instead of Docker) besides some additional flags for
convenience such as --all (-a) for podman rm and podman rmi and pod commands

In fact you can use (alias docker=podman) and run existing docker scripts once stopping docker process

Buildah (think Boston accent) is the builder code for building containers with additional functionality such as using
bash scripts instead of Dockerfiles

Podman uses subset of Buildah code for building images with Podman commands

See Podman and Buildah for Docker Users for more information



https://www.opencontainers.org/
https://github.com/opencontainers/image-spec
https://developers.redhat.com/blog/2019/02/21/podman-and-buildah-for-docker-users/

EXAMPLE IBM BLOCKCHAIN PLATFORM NETWORK
IT’S ALL RUNNING ON CONTAINERS!

Certificate Authority
Orgl
Ordering service

Ordering service 1 Org 2

Org 3
Peer
Certificate Authority

Ordering service

Channel Certificate Authority

Channel 1 2 Org2 CA
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KUBERNETES (HELMSMAN) — PUTTING THE PIECES TOGETHER

* Pod —Set of containers running in same execution
environment/context (smallest unit in Kubernetes)
[containers in pod share some Linux namespaces
(Network, IPC, and PID if enabled) but each have own
cgroup]

* Replica Set — makes sure correct number and
types of pods are available

* Deployment —Manages replica sets for ease of
new app version rollout.

* Service — Provides access point for
pods/deployment as well as load balancing

* Persistent Volume Claim — provides storage
volumes to container runtime (i.e. docker) by binding
to persistent volumes

» Storage Class — groups storage so that it can be
dynamically selected and provisioned

* Persistent Volume - Set of external storage
defined to Kubernetes

7Kubernetes Objects
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Internal CRI Fork/
gRPC Exec

Kubernetes

Container
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7 See RedHat blogpost and CRI-O homepage



https://www.redhat.com/en/blog/why-red-hat-investing-cri-o-and-podman
https://cri-o.io/

High-Level Architecture & Kubernetes Features

Features

Application & Developer Services
« |IBM Middleware, Open Source, 3@ Party

Management Layer Horizontal Intelligent
- Ul / Dashboard (for Managing Apps) Scaling Scheduling

Container Platform
 Kubernetes

Container Engine Service Discovery &
+ CRI-O Load Balancing

Operating System
» CoreOS<, RHEL, Ubuntu, SUSE
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Local Virtual & Physical Infrastructure

Automated Secret &
« Bare Metal, zVM, KVM Rollouts & ConfiguratiOn

Rollbacks Management

Kubernetes is an open source Orchestration Tool that allows automation of key container as scaling, upgrades etc.



KUBERNETES NAMESPACES (NOT LINUX NAMESPACES)

I”

Virtual clusters all connected to the same “physical” cluster

End user sees the cluster via current namespace (i.e. kubectl get pods will show pods in current namespace)
»  Divide cluster resources between different users
»  Resources (i.e. pods, replicasets, etc.) scoped by namespace (resource names unique within namespace)

Initial Kubernetes Namespaces

1. default: objects with no defined namespace

2. kube-system: objects created by Kubernetes system

3. kube-public: originally configured as readable by all users (even unauthenticated users) to make certain resources visible
cluster-wide

Make and view namespaces

o kubectl create namespace hi [makes new namespace called hi]

|II

o kubectl get namespace [returns all namespaces on the “physical” cluster]



Write code to extend Kubernetes to
automate tasks

Uses CRDs (Custom Resource Definitions) to

define application resources

Popular applications made and deployed via | |
operators for best-practices deployment '
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https://kubernetes.io/docs/concepts/extend-kubernetes/operator/
https://kubernetes.io/docs/concepts/extend-kubernetes/operator/
https://kubernetes.io/docs/concepts/extend-kubernetes/api-extension/custom-resources/
https://operatorhub.io/

IBM BLOCKCHAIN PLATFORM OPERATOR

* Your blockchain components and console are custom resources using CRDs
(custom resource definitions: ibpca, ibppeer, ibporderer, ibpconsole)

 CRDs enable users to control the application specific details (i.e. blockchain
component configurations and console configurations) on top of the
capabilities offered via regular OpenShift resources (i.e. deployments, routes,
etc.)

* They are managed by the IBM Blockchain Platform operator which manages
the lifecycles of these components






CONTAINER
CHALLENGES

Container security

Image scanning, patching, and compliance

Day 2 management

Installations, upgrades, and maintenance
Integration of existing enterprise technology

Application delivery

Monitoring, metering, and management
Integration of existing developer tools

0 Red Hat

OpenShift

Trusted enterprise Kubernetes

Continuous security, world-class support and services, and
deep expertise to confidently run any application

A cloud-like experience, everywhere

Full-stack automated operations on a consistent foundation
across on-premises or hybrid cloud infrastructure

Empowerment for developers to innovate

Ability to get applications to production sooner with a wide
range of technologies and streamlined workflows

‘ RedHat



RedHat RedHat RedHat RedHat
Ansible Automation Q CloudForms Q Satellite Q Insights

Red Hat
penShift o

IBM Cloud ’

&, RedHat
Enterprise Linux
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OpenShift 4.X — A Smarter Kubernetes Platform

Best IT ops experience Best developer experience
CaaS ¢« PaaS| FaaS

Cluster services Application services Developer services
Monitoring, Middleware, functions, ISV Dev tools,
showback, automated builds,

registry, logging Service mesh CI/CD, IDE

Automated operations
certified

kubernetes

kubernetes

8, RedHat
Enterprise Linux
CoreOS

Any infrastructure

@ @

Physical Private Public

OPERATOR FRAMEWORK

OpenShift retrieves the

list of available updates ) .
Operators codify operational OPERATOR

Admin selects the target : : : knowledge and workflows to FRAMEWORK

version .
automate life cycle management
OpenShift is updated

of containerized applications
over the air PP

with Kubernetes
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How does RedHat create OpenShift?

4

certified

OKD — Upstream Open Source Software
Integrate additional OSS projects

100+ Integrations

Validated OSS Innovation

Partner Integration Platform

kubernetes

CONTAINER PLATFORM
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IBM Blockchain Platform: Deploy anywhere

= |BM Blockchain Platform can be deployed wherever you want <> IBM
= On-premises or in other cloud providers for greater X Blockchain Platform

deployment flexibility, using any Kubernetes v1.16+

environment (e.g. Red Hat OpenShift, OKD, AKS, Rancher) kubernetes &3
= |BM Cloud for an IBM-managed service, using IBM Kubernetes

Service

= Fully heterogeneous: different components can be deployed in
different environments

m Caters for different vendor biases in the business network and avoids
lock-in




" IBM Z Cloud Big Picture

|

\Qb ) 3rd party Platform-as-a-Service &
o nware el cloud automation tools

OpenStack APls IBM Cloud Infrastructure Center Self-Service portal

Controller components Value Add Features

FCP

ECKD

~ Spectrum
.~ Scale*

‘ SAN
~ Switches* |
plug-ins*

Infrastructure-
as-a-Service

Networks*

NFV*
~ Network
~ 3dparty
. plug-ins*
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IBM BLOCKCHAIN PLATFORM y //

1. IBM Cloud Primary Development Environment for new applications

2. Linux on IBM Z (Linux on Z) Provides collocation option for IBM Z
apps with security and performance driven blockchain
requirements for production

On-premises Org

3. The modular approach enables seamless connection experience
across development (dev) and production (prod) environments

across multiple clouds Dev Dev

Cloud Cloud Cloud
Peer 1 Peer 2 App App App
Smart Smart ..
Po—— Application Ul
(4 (4
IBM Cloud
Prod Prod 2/0S
Peer 1 Peer 2
Smart Smart System of Record
On-prem contract contract

4 y

Ore Linux on IBM Z 2/0S
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Try CDK Locaflv (w1th free ﬁe at I|n EEOTWE. -
[https://developers.redhat. com/products/codéreadv—contamers] which lets you manage your own
OpenShift cluster using minishift to develop ’ghlngs on your local workstation

;;;;;;

3. Install on Linux on Z with trial [https://cloud.redhat.com/openshift/install]

4. |nstalling OpenShift Container Platform on Linux on Z Documentation
[https://docs.openshift.com/container-platform/4.6/installing/installing ibm z/installing-ibm-z.html]



https://learn.openshift.com/introduction/
https://developers.redhat.com/products/codeready-containers
https://cloud.redhat.com/openshift/install
https://docs.openshift.com/container-platform/4.6/installing/installing_ibm_z/installing-ibm-z.html

vailable Now - OpenShift Container Platform 4.6

Run on Amazon Web Services

/AAzure

Run on Microsoft Azure

Y Google Cloud

Run on Google Cloud Platform

[-f" vmware

vSphere

Run on VMWare vSphere

Run on Bare Metal

IBMZ
IBM LinuxONE’

Runon IBM Z

Red Hat
OpenStack Platform

Run on Red Hat OpenStack

[ lLaptop

Powered by Red Hat CodeReady
Containers

€« ¢ e

© & nhttps://coud.redhat.com/openshift/install/iomz/user-provisioned 67% e | | Q Search

ES1BM ¥ Most Visited [ Aha! () Boards - ZaaS/architec...

RedHat

Red Hat OpenShift
Cluster Manager

Clusters

Clusters » Create » OpenShift Container Platform > IBMZ

Geatet | Install OpenShift Container Platform 4
Install on IBM Z with User-Provisioned Infrastructure

‘ Red Hat collects a limited amount of telemetry data. By installing OpenShift Container Platform 4, you accept our data collection policy. Learn more (2 about the data we collect.

With OpenShift Container Platform you can install a cluster on IBM Z infrastructure that you provide.

Follow the official doc (@ for detailed instructions.

Relevant downloads are provided below.

Downloads

OpenShift Installer

Download and extract the install program for your operating system and place the file in the directory where you wiill store the installation configuration files. Note: The OpenShift install program is only available for Linux and macOS at this time.

Download installer

Pull Secret

Download or copy your pull secret. The install program will prompt you for your pull secret during installation.

Download pull secret IR Copy Pull Secret

Red Hat Enterprise Linux Core0S (RHCOS)

Download RHCOS to create machines for your cluster to use during installation. Learn more (2.

Download RHCOS

Command-Line Interface

Download the OpenShift command-line tools and add them to your pamH.
Download command-line tools

When the installer is complete you will see the console URL and credentials for accessing your new cluster. A kubeconfig file will also be generated for you to use with the oc CLItools you downloaded.



https://cloud.redhat.com/openshift/install

